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Random generation of well-typed terms lies at the core of effective random testing of compilers for functional
languages. Existing techniques have had success following a top-down type-oriented approach to generation
that makes choices locally, which suffers from an inherent limitation: the type of an expression is often
generated independently from the expression itself. Such generation frequently yields functions with argument
types that cannot be used to produce a result in a meaningful way, leaving those arguments unused. Such
“use-less” functions can hinder both performance, as the argument generation code is dead but still needs to
be compiled, and effectiveness, as a lot of interesting optimizations are tested less frequently.

In this paper, we introduce a novel algorithm that is significantly more effective at generating functions
that use their arguments. We formalize both the “local” and the “nonlocal” algorithms as step-relations in an
extension of the simply-typed lambda calculus with type and arguments holes, showing how delaying the
generation of types for subexpressions by allowing nonlocal generation steps leads to “useful” functions. We
implement our algorithm demonstrating that it’s much closer to real programs in terms of argument usage
rate, and we replicate a case study from the literature that finds bugs in the strictness analyzer of GHC, with
our approach finding bugs four times faster than the current state-of-the-art local approach.
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1 INTRODUCTION

Random generation of programs is a tried and trusted technique for finding bugs in optimizing
compilers, as exemplified in the CSmith project (Yang et al. 2011), which uncovered hundreds of bugs
in widely used C compilers. At the same time, effective and efficient random generation of programs
is a highly involved process, as most compilers impose both syntactic and semantic constraints on
inputs before producing meaningful output that can be examined to discover potential errors. For
example, the CSmith authors went to great lengths to ensure that the generated C programs did
not exhibit undefined behavior.

In a functional setting, constrained program generation takes the form of generating well-typed
lambda terms, with Palka et al. (2011) setting the bar by finding bugs in GHC’s strictness analyzer,
Midtgaard et al. (2017) extending the same approach to handle effects to target OCaml, and Hoang
et al. (2022) further building on top of it to target a higher-order blockchain language based on
System F. In their seminal work, Palka et al. introduce an efficient local method of generating
well-typed STLC terms by inverting the typing rules and viewing them as production ones. For
concreteness, consider the standard typing rule for applications in STLC:

\[
\begin{array}{c}
\Gamma \vdash e_1 : \tau' \\
\Gamma \vdash e_2 : \tau
\end{array}
\Rightarrow \Gamma \vdash (e_1 \ e_2) : \tau
\]
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Using the standard typing rule interpretation, \( \text{TApp} \) states that an application \((e_1 \ e_2)\) has type \( \tau \) if \( e_1 \) has type \( \tau' \rightarrow \tau \) and \( e_2 \) has type \( \tau' \). Instead, Pałka et al. proposed an alternative reading of this rule where the conclusion prescribes the shape of a well-typed term and its premises give rise to recursive calls for generating appropriately typed subexpressions. Viewing \( \text{TApp} \) in this way, in order to generate an expression given some type \( \tau \), we can opt to generate an application \((e_1 \ e_2)\).

In turn, we would need to recursively generate a function \( e_1 \) of type \( \tau' \rightarrow \tau \) and an argument for it \( e_2 \) of type \( \tau' \) to satisfy the rule’s premises.

While this recursive approach is elegantly compositional and relatively straightforward to implement, it suffers from a significant limitation which manifests in the \( \text{TApp} \) rule: the type \( \tau' \) is completely arbitrary. That means that in order to recursively generate \( e_1 \) and \( e_2 \), we must first generate \( \tau' \). Unfortunately, as Palka et al. point out, many choices for \( \tau' \) can back the generation algorithm into a corner, which it can only get out of by using backtracking, significantly impacting the performance of this approach. To tackle this problem, the authors invented a series of heuristics to improve their proposed top-down generation algorithm. For instance, a particularly effective one was to pick the type \( \tau' \) so that it matches the argument type of a variable in the environment.

However, the inherent limitation still lurks: the generation of the type of an expression is independent from the generation of the expression itself.

That is the root cause behind the excessive backtracking which could cause top-down generators to be potentially inefficient. Additionally, this limitation also causes top-down generators to be potentially ineffective: decoupling the generation of types and expressions significantly biases generation towards functions that do not use their arguments. Such “use-less” function arguments lead to wasted computation, both in terms of generation time (as the code that generates such arguments is essentially dead) and in terms of compilation time (as the test runner now needs to compile a larger program).

In this paper, we propose a new way of generating well-typed lambda terms that is guided by creating variable uses and bindings at the same time. We achieve that by deferring generation of types until they are actually needed, borrowing a page from many a playbook in the random testing literature that rely on laziness to improve test generation (Lampropoulos et al. 2017a; Reich et al. 2012; Runciman et al. 2008).

Concretely, our contributions are:

- We formalize the algorithm of Palka et al. (2011) by extending STLC to a calculus with typed holes (called \( \lambda_\square \)), in which their top-down algorithm takes the form of a big-step relation, rendering the limitation in the generation algorithm glaringly apparent (Section 2).
- We introduce a novel algorithm for generating well-typed lambda terms, that is able to dynamically extend function types during generation. We formalize it by further extending \( \lambda_\square \) to a calculus with arguments holes (called \( \lambda_\bowtie \)), in which our lazy generation algorithm manifests as a small-step relation, allowing for more fine-grained control of the resulting distribution (Section 3).
- We mechanized the metatheory of \( \lambda_\bowtie \) in Coq and prove type soundness of our generation rules.
- We describe an efficient implementation of our algorithm in OCaml (Section 3.4), and show that it can replicate finding the bugs in Palka et al. (2011) in a quarter the time and half the number of tests (Section 4.1).
- We show that terms produced by our generator have fewer unused function parameters, and can approach the usage amounts of real programs of similar size (Section 4.2).

We extensively discuss related work in Section 5 and conclude by drawing directions for future work in Section 6.

---

1Available at [https://github.com/bquiring/well-typed-term-generator](https://github.com/bquiring/well-typed-term-generator)
2 THE "LOCAL" GENERATOR

In this section, we will formalize the type-directed generation approach of Pałka et al. (2011) by introducing a simply-typed lambda calculus with typed holes. We will explicitly lay out the production rules that are obtained by inverting the typing relation in the style of Pałka et al., which serves both to establish the limitation of the original algorithm that makes generating well-typed terms that use their arguments less likely and as a platform to build upon when introducing our own variant of well-typed generation in the rest of the paper.

For our formalization, we opt to use a multary version of the lambda calculus. Our original motivation for the project was to evaluate the correctness of compilers written by students in Racket for the purposes of an undergraduate course, which explicitly doesn’t have (non-explicit) partial application. Hence, it was natural to experiment with generating terms in a multary calculus. That said, there are not many differences in practice between the unary and multary settings: converting from a multary representation to a unary one is trivial; the other way around is a bit trickier—while multary functions can be embedded into a unary calculus using tuples, the punning between multiple arguments and first class values requires careful consideration of the generation rules to ensure that we don’t generate terms like

\[
\text{call } f \left( \text{if ... then (1, 2, 3) else (4, 5, 6)} \right)
\]

which is difficult to translate into a Racket function call.

2.1 STLC with typed holes: $\lambda\Box$

Expressions $e$ in the simply-typed lambda calculus with typed holes (which we will write as $\lambda\Box$) are either one of the standard expressions for an STLC with multiple arguments (function calls, $\lambda$ expressions, variables, or constants of some base type $\tau_b$) or a typed hole $\Box_\tau$. The point of such a hole is to be filled with with an expression of its corresponding type $\tau$, and we will use them to explicitly formulate program generation.

\[
e = e \ e \ldots \quad \text{Func. Applications}
\]

\[
| \lambda (x : \tau \ldots) e \quad \text{$\lambda$ abstractions}
\]

\[
| x \quad \text{Variables}
\]

\[
| c \quad \text{Constants}
\]

\[
| \Box_\tau \quad \text{Typed holes}
\]

\[
\tau = \tau_b \quad \text{Base types}
\]

\[
| \tau \ldots \rightarrow \tau \quad \text{Function Types}
\]

Associated with the expression language are the following typing derivation rules, where environments $\Gamma$ are partial mappings from variables to types as usual:

\[
\text{TApp} \quad \Gamma \vdash e_f : \tau_1 \ldots \tau_n \rightarrow \tau \quad \Gamma \vdash e_1 : \tau_1 \ldots \tau_n \quad \Gamma \vdash e_n : \tau
\]

\[
\Gamma \vdash (e_f e_1 \ldots e_n) : \tau
\]

\[
\text{TVar} \quad [x : \tau] \in \Gamma \quad \Gamma \vdash x : \tau
\]

\[
\text{TAbs} \quad \Gamma \vdash \lambda (x_1 : \tau_1 \ldots x_n : \tau_n) e : \tau_1 \ldots \tau_n \rightarrow \tau
\]

\[
\Gamma \vdash \lambda (x_1 : \tau_1 \ldots x_n : \tau_n) e : \tau_1 \ldots \tau_n \rightarrow \tau
\]

\[
\text{TConst} \quad c \text{ is a constant of type } \tau
\]

\[
\Gamma \vdash c : \tau
\]

\[
\text{THole} \quad \Gamma \vdash \Box_\tau : \tau
\]

All rules are standard with the exception of the typing rule for holes: a hole $\Box_\tau$ has type $\tau$ under any environment.
2.2 Term Generation as a Step Relation.

Random generation in the style of Palka et al. can be encoded in $\lambda\Box$ as a big-step reduction relation, that instantiates typed holes. Each typing rule with the exception of THOLE gives rise to a corresponding production rule of the form $\Box_r \vdash \Gamma e$, where each production rule is annotated by an enclosing environment $\Gamma$.

\[
\begin{align*}
\text{GVAR} & : \quad [x \mapsto \tau] \in \Gamma \\
\Box_r \vdash \Gamma x & \\
\text{GCONST} & : \quad \emptyset \vdash c : \tau \\
\Box_r \vdash \Gamma c & \\
\text{GABS} & : \quad \Box_r \vdash \Gamma \left[ x_1 : \tau_1 \ldots, x_n : \tau_n \right] e \\
\Box_r \vdash \Gamma \lambda (x_1 : \tau_1 \ldots, x_n : \tau_n) e & \\
\text{GAPP} & : \quad \Box_{\tau_1 \ldots \tau_n} \vdash \Gamma e \quad \Box_{\tau_1} \vdash \Gamma e_1 \ldots \Box_{\tau_n} \vdash \Gamma e_n \\
\Box_r \vdash \Gamma e_1 \ldots e_n &
\end{align*}
\]

We have four basic choices: we can completely fill the hole with a correctly typed variable or constant; if we are trying to fill a hole of type $\tau_1 \ldots \tau_n \rightarrow \tau$, then we can construct a $\lambda$ term that takes fresh variables of types $\tau_1 \ldots \tau_n$ whose body is recursively generated from a hole of type $\tau_1$; or we can create an application comprised of terms generated by a hole for the function and holes for the arguments for some arbitrary argument types $\tau_1 \ldots \tau_n$.

These big-step rules are fairly straightforward to implement: we can pick a production rule, recursively satisfy its premises, and combine any results as needed. However, they are also quite coarse: in the application rule, we have to fully generate either the function or an argument before generating the rest. At this point it is natural to wonder if there is a small-step equivalent that allows for finer control. The answer, of course, is yes.

2.3 From big-step to small-step

The first step is to introduce expression contexts: the type of one-hole contexts $C$ of expressions $e$.

\[
C = \quad e \ldots e \ldots \\
| \lambda (x : \tau \ldots) C \\
| \diamond \\
\text{Func. or Arg. contexts} \\
\text{\lambda contexts} \\
\text{Context holes}
\]

Contexts $C$ always end in a single context hole $\diamond$, which can be “filled in” by an expression, or another context. We write $C \uparrow e$ to mean filling in the context hole in $C$ with the expression $e$. This operation is associative, so that $(C_1 \uparrow C_2) \uparrow e = C_1 \uparrow C_2 \uparrow e = C_1 \uparrow (C_2 \uparrow e)$. This notation is equivalent to the traditional “$C_1 [C_2 [e]]$” — we use it so that the small-step generation rules throughout the paper are easier to parse.

Given a (well-typed) expression $e$, we can decompose it into $C$ and $e'$ such that $e = C \uparrow e'$ to focus on the subexpression $e'$ within $e$, which lives inside the context $C$. Note that when we decompose the term in this way the context $C$ provides an environment of variables whose scope encompasses $e'$ — if $e$ is a closed term, then any free variable in $e'$ comes from a binding provided in $C$. We define $\Gamma(C)$ to be this environment.

Armed with the notion of contexts, we can describe generation as a sequence of small-step reductions that focus on a specific typed hole. Once again, each typing rule of $\lambda\Box$ gives rise to a production rule:
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It can be easily verified that these rules are type-preserving as they share the same one-to-one correspondence with the typing rules that exists with the big-step generation rules. The notable difference is that the production rule corresponding to application GenApp now produces \(n + 1\) typed holes, each of which we can choose to instantiate in any order. That allows us to interleave the generation of arguments and function expressions, which will prove crucial later on.

With this relation at hand, we can now formally define generation of a well-typed term \(e\) for a given type \(\tau\). We will say that an expression \(e\) is the result of such generation if \(e\) contains no holes, i.e. \(e\) cannot be stepped further, and can also be produced by the transitive closure of the step relation starting from a hole of type \(\tau\):

\[
(\Box_\tau \Rightarrow \varepsilon)\]

As well-typedness is preserved by the production rules and \(\Box_\tau\) is well-typed in an empty context, we can also conclude that \(e\) also has type \(\tau\) in an empty context.

This small-step view of generation provides an alternative, but equally straightforward implementation: after choosing a transition we can fill in any new holes by recursive descent — we never have to look upwards into the context. Adding a decreasing size parameter to an implementation ensures termination: when the size becomes zero, remaining typed holes can be filled in with “trivial” terms such as nil, 1, etc.. A hole with a function type can step to a \(\lambda\) with a body that is “trivial” in the same way, which structurally decreases the size of the type, even though it does not decrease the number of holes.

2.4 Extended Example

For concreteness, let’s step through an example generation of a list of integers using all production rules. This example is shown in Figure 1.

(1) We begin with a typed hole of type List Int and an empty context. At this point, multiple rules apply: we could either fill the hole with a constant (such as the empty list) using GenConst or we could expand the hole with an application using GenApp. A generation strategy at this point would make a randomized choice according to some distribution.

(2) For the sake of the example, let’s go with the more interesting choice of GenApp. Immediately, however, we’re faced with yet another choice: how many arguments should application use and over which types? To keep things going, let’s generate a single-argument application over lists of integers.

(3) We now have two holes — we need to focus on one to continue generation. Let’s focus on the left.

(4) To expand the left hole that needs a function, we could choose to apply the GenAbs rule, creating a new hole for the body.
266 (5) We then further focus on the body hole, transforming the context appropriately.
267 (6) We are once again faced with a typed hole of type List Int, as in the beginning, but this time the context contains a binding that is in scope: \( x \). That means we can use GenVar.
268 (7) After completely filling the functional part of the application, we refocus on the remaining hole: the argument.
269 (8) For the third occurrence of a List Int hole we can pick to fill it with GenConst.
270 (9) Generation is now finished as no holes remain.

2.5 Limitations

This example renders the inherent limitation mentioned in the introduction glaringly obvious: to preserve the straightforward recursive nature of the algorithm, the types \( \tau_1, \ldots, \tau_n \) need to be generated before focusing on any of the newly generated holes. Unfortunately, a poor choice of types during this production rule can significantly impact the performance and effectiveness of the generation. For example, what if at step (2) we had picked a different type, such as Int or Float?

In the former case, generating a body that uses the abstracted variable meaningfully would require some luck (e.g. choosing to generate an application of a cons cell whose head can be the variable). In the latter case, using the argument is near impossible. Pałka et al. (2011) attempt to address this problem by trying to make as educated a choice as possible during such productions.

The way they proposed to make a more educated choice was to introduce an additional production rule for application, that combined the GenApp and GenVar rules to make the use of existing functions (for example, primitives) more likely:

\[
\text{GenFunVar} \\
C \uplus \tau_f \implies C \uplus (f \uplus \tau_f)
\]

where \( [f \mapsto \tau \rightarrow \tau] \in \Gamma(C) \)

However, this rule still doesn’t ensure that \( f \) will use it’s arguments and therefore doesn’t completely solve the problem; it only makes it more likely \( f \) itself will be used.
While in theory the effect of this rule could be achieved with just the basic four, observing this behavior in practice would be quite unlikely, as the generation would have to go through a very particular set of guesses to form the right type. In contrast, we propose an alternative generation strategy that postpones making such a choice until a use for the function argument is encountered.

3 THE “NONLOCAL” GENERATOR

The essence of the problem is that the local algorithm needs to guess a type that will eventually appear on a typed hole. We introduce a way for the algorithm to delay this choice. At a high-level, when generating a function $f$ we can leave its parameters unspecified, and introduce a rule that adds a parameter to $f$ of some type. Composing this rule with one that fills a hole with a variable, $f$ is able to fill some hole $\Box$, with a variable $x$ and add $x : \tau$ as a parameter. This rule introduces a non-locality in the generation process that the local approach does not exhibit and can only be expressed when adopting a small-step view of generation.

Such a method does not come without its complications. For example, the function $f$ may impose additional nonlocal constraints within the generated fragment, such as calls to $f$ or passing $f$ as a higher-order argument. As a result, any changes to the type of $f$ need to be propagated to the type of these constrained locations.

3.1 Extending $\lambda$$_{\bowtie}$

To capture these locations, we introduce the notion of arguments holes denoted as “$\bowtie$”, which are labeled with globally scoped identifiers e.g. $\bowtie$$\alpha$. Informally we use these arguments holes to link applications with all the lambdas that could be called from that site and vice-versa. To do this we extend the syntax of $\lambda$$_{\bowtie}$ to add variants of each function type, application, and lambda parameter list that is annotated with an arguments hole. Finally, we modify the typing rules for applications and lambdas to require that the function type is annotated with the same arguments hole. This allows us to define an operation of “extending” an arguments hole $\bowtie$$\alpha$ by extending every lambda, application, and function type annotated with the same $\bowtie$$\alpha$ in the appropriate way. The supplemental material contains a Coq formalization of the following type system and a proof of soundness of arguments hole extension.

Formally, we first extend types to contain arguments holes, so that types are either a base type, a function type, or a function type whose list of argument types may be extended:

$$\tau = \ldots$$

$$| \tau \ldots \bowtie$$,$$

$\alpha$ $\rightarrow$ $\tau$ Extendable Function Types

We also update the definitions of terms and contexts:

$$e = \ldots$$

$$| e e e \ldots \bowtie$$,$$

$\alpha$ $\rightarrow$ $e$ Extendable Func. Applications

$$| \lambda (x : \tau \ldots \bowtie$$,$$

$\alpha$) $e \rightarrow$ $\alpha$ $\rightarrow$ $\tau$ Extendable $\lambda$ abstractions

Just like function types, both function applications and lambda abstractions are now extendable. Similarly, the contexts corresponding to function application and lambda abstraction are also now extendable.

$$C = \ldots$$

$$| e \ldots C e \ldots \bowtie$$,$$

$\alpha$ $\rightarrow$ $e$ Extendable Func. or Arg. contexts

$$| \lambda (x : \tau \ldots \bowtie$$,$$

$\alpha$) $C$ $\rightarrow$ $\alpha$ $\rightarrow$ $\tau$ Extendable $\lambda$ contexts

We call this language $\lambda$$_{\bowtie}$. Note that we use the same symbol $\bowtie$ in three distinct settings: type argument lists, function application argument lists, and lambda parameter lists. When any of these
are updated for some \( \triangleright \), all locations using the same \( \triangleright \) must be updated. We can prove this using the following updated typing relation, which simply checks that the arguments holes “line up” correctly.

\[
\begin{align*}
\text{TApp} & : \\
\Gamma & \vdash e_f : \tau_1 \ldots \tau_n \triangleright \tau \quad \Gamma \vdash e_1 : \tau_1 \quad \ldots \quad \Gamma \vdash e_n : \tau_n \\
\Gamma & \vdash (e_f \ e_1 \ldots e_n) : \tau
\end{align*}
\]

\[
\begin{align*}
\text{TAbs} & : \\
\Gamma & \vdash \lambda (x_1 : \tau_1 \ldots x_n : \tau_n \triangleright \alpha) \ e : \tau_1 \ldots \tau_n \triangleright \alpha \rightarrow \tau
\end{align*}
\]

A function application \( e_f \ e_1 \ldots e_n \) is extendable by an arguments hole \( \triangleright \) if the type of the function application \( e_f \) is also extendable by the same arguments hole. This restriction ensures that all lambdas that could be applied here have the same arguments hole, guaranteeing that extending \( \triangleright \) will not introduce any arity errors. On the flip side, an extendable lambda abstraction has an extendable function type with the same arguments hole, if we can type its body \( e \) in an environment extended by all the concrete bindings with appropriate types.

Finally, \( \lambda_\triangleright \) is truly an extension of \( \lambda_{\Box} \): we can convert any \( \lambda_{\triangleright} \) term to a \( \lambda_{\Box} \) one by simply erasing all of the arguments holes in it — the resulting term is still well-typed. This means that we can guarantee that generators for \( \lambda_{\triangleright} \) terminate: we choose a fixed number of times to apply the \( \lambda_{\triangleright} \) generation rules, and after that many generation steps have been taken fill the remaining holes by erasing the \( \lambda_{\triangleright} \) term into an \( \lambda_{\Box} \) one and using the method described in 2.3 to create “trivial” terms fitting their type. This method of ensuring termination, however, results in slightly larger variance in the size of generated terms, as steps like \( \text{GenFunVar} \) and \( \text{GenParam} \) introduce a variable number of holes, and the size of the “trivial” terms varies depending on their type’s complexity.

### 3.2 Nonlocal Generation

In the following section, we’ll explore the production rules involving arguments holes via extending the step relation (\( \Rightarrow \)). Each of these rules maintain well-typedness in \( \lambda_{\triangleright} \), which we have also formalized in the Coq model, proving that they maintain the well-typedness of the program.

To begin, the rule that introduces a new \( \triangleright \) is the extendable function application.

\[
\begin{align*}
\text{GenApp} & : \\
C & \triangleright \Box \quad \Rightarrow \quad C \triangleright (\Box_{\triangleright^\alpha \rightarrow \tau}) \\
& \quad \text{where } \triangleright^\alpha \text{ is fresh}
\end{align*}
\]

Just like the previous application rule \( \text{GenApp} \), the new rule replaces a typed hole of type \( \tau \) with an application of a typed hole whose result type is \( \tau \). However, unlike the previous application rule which placed no constraints on the type(s) of the argument, \( \text{GenApp} \) delays the choice of the type(s), using a fresh arguments hole \( \triangleright^\alpha \) in its place. Eventually, this arguments hole will be extended, and the argument type(s) will be “filled in”. At the same time, the argument to the application is an arguments hole of the same name, ensuring that the function arguments and the function type remain in sync. This rule satisfies \( \text{TApp} \) trivially.

The dual to this rule is the generation of extendable lambda abstractions:

\[
\begin{align*}
\text{GenAbs} & : \\
C & \triangleright \Box_{\tau_1 \ldots \tau_n \triangleright^\alpha \rightarrow \tau} \quad \Rightarrow \quad C \triangleright \lambda (x_1 : \tau_1 \ldots x_n : \tau_n \triangleright^\alpha) \Box_{\tau} \\
& \quad \text{where } x_1 \ldots x_n \text{ are fresh}
\end{align*}
\]

This rule is a natural extension of the \( \text{GenAbs} \) rule to \( \lambda_{\triangleright} \), adding multiple new bindings for the arguments already specified, and using the same arguments hole to ensure that any arguments
We can then apply \texttt{GenParam} whose parameter list contains the same arguments hole, and whose body is a typed hole:

\[
\text{GenParam}\Gamma \overset{\text{C} \downarrow \Box_t \rightarrow \text{C} \downarrow \Box_1 \ldots \Box_n \alpha^\gamma}{\text{where } [f \mapsto \tau_1 \ldots \tau_n \alpha^\gamma \rightarrow \tau] \in \Gamma(C)}
\]

Unlike \texttt{GenFunVar}, this rule is not a combination of previous rules. Without this rule there would be no way to use variables of an extendable type since \texttt{GenApp} requires that the arguments hole is fresh, and \texttt{TApp} requires the same arguments hole for extendable applications to be well-typed.

Finally, we get to the crucial rule: generating a variable that does not appear concretely in the context, by extending an enclosing abstraction’s parameter list:

\[
\text{GenParam}\Gamma \overset{\text{C}_1 \downarrow \alpha^\gamma + \tau}{\text{C}_1 \downarrow \alpha^\gamma + \tau \quad \left(\lambda \left( x_1 : \tau_1 \ldots x_n : \tau_n y : \tau \alpha^\gamma \right) \right) \quad \text{where } y \text{ is fresh and } \alpha^\gamma \notin \tau}
\]

This rule is our first example of a nonlocal generation rule. First, we decompose the context of the hole \(\Box_t\) that we want to fill in three parts: an outer context \(\text{C}_1\), a lambda context that contains the parameter list (annotated with \(\alpha^\gamma\)) to be extended, and an inner context \(\text{C}_2\). The hole \(\Box_t\) is then filled with a fresh variable \(y\); this variable is then used to extend the bindings of the lambda abstraction from \(x_1 : \tau_1 \ldots x_n : \tau_n \alpha^\gamma\) to \(x_1 : \tau_1 \ldots x_n : \tau_n y : \tau \alpha^\gamma\). However, since the arguments hole \(\alpha^\gamma\) is being extended, all locations in the global program term that use the same arguments hole must also be updated. We require that none of \(\tau\) contains \(\alpha^\gamma\)—otherwise, this update would never terminate as we would be creating a cyclic type. We write \(\tau' \alpha^\gamma + \tau, e \alpha^\gamma + \tau,\) and \(C \alpha^\gamma + \tau\) for applying the extension \(\alpha^\gamma + \tau\) of \(\alpha^\gamma\) by \(\tau\) to types, expressions, and contexts, respectively. We will walk through each of these in detail below.

For concreteness, before formalizing this extension, let’s step through an example of applying the \texttt{GenParam}\(\Gamma\) rule. Assume that generation has reached the following expression — a lambda abstraction that binds \(f\) of extendable type \(\alpha^\gamma \rightarrow \text{Int}\) and calls it, applied to a lambda abstraction whose parameter list contains the same arguments hole, and whose body is a typed hole:

\[
\left(\lambda \left( f : \alpha^\gamma \rightarrow \text{Int} \right) \right) \left( f \alpha^\gamma \right)
\]

This expression can be decomposed as follows, using the application that binds and applies \(f\) as the outer context, and an empty inner context:

\[
\begin{align*}
\text{C}_1 \downarrow \left(\lambda \left( \alpha^\gamma \right) \right) \downarrow \text{C}_2 \downarrow \Box_{\text{Int}} \quad \text{where } \text{C}_1 = ((\lambda \left( f : \alpha^\gamma \rightarrow \text{Int} \right) \left( f \alpha^\gamma \right)) \downarrow) \\
\text{C}_2 = \downarrow
\end{align*}
\]

We can then apply \texttt{GenParam}\(\Gamma\) to fill the hole with a fresh variable \(x\), that we bind in the lambda immediately above it.

\[
\begin{align*}
\text{C}_1 \downarrow \alpha^\gamma + \text{Int} \quad \left(\lambda \left( x : \text{Int} \alpha^\gamma \right) \right) \quad \text{C}_2 \downarrow \alpha^\gamma + \text{Int} \quad \Box_{\text{Int}} \quad \Rightarrow \text{[GenParam]}\n\end{align*}
\]

At this point, to preserve well-typedness we need to also expand the arguments hole \(\alpha^\gamma\) in \(\text{C}_1\) (and, if such a hole existed, also in \(\text{C}_2\)), using the extension metafunction on \(\text{C}_1\). There are two occurrences of \(\alpha^\gamma\) in \(\text{C}_1\) that need to be extended; the type of \(f\) and the application of \(f\). For the
former case we extend the type to include the added parameter type, and for the latter we place a
hole of type \( \tau \) in the application. Performing those extensions gives us:
\[
C_1 \vdash \alpha + \text{Int} = (\lambda (f : \text{Int} \rightarrow \text{Int}) (f \square_{\text{Int}} \alpha)) \diamond
\]
Since there are no occurrences of \( \alpha \) in \( C_2 \), we see that \( C_2 \vdash \alpha + \text{Int} = C_2 = \diamond \). Plugging the context
holes gives us the resulting expression from the application of \text{GenParam}\^p:
\[
(\lambda (f : \alpha \rightarrow \text{Int}) (f \square \alpha)) (\lambda (\alpha \rightarrow \text{Int}) (\lambda (x : \text{Int} \alpha) x)) \implies [\text{GenParam}\^p]
\]

\textbf{Extension metafunctions, formally.} The extension metafunctions need to be defined over types, expressions, and contexts. For types, the only interesting behavior occurs when an arguments hole
appears in both a type and in its extension. In this case, the type of the extension is added to the
arguments position of the type, just like we did for \( \tau \) above.\(^2\)

\textbf{Types}
\[
\begin{align*}
(\tau_1 \ldots \alpha \rightarrow \tau_2) \vdash \alpha + \tau & = \tau_1 \vdash \alpha + \tau \ldots \tau \vdash \alpha + \tau \rightarrow \tau_2 \vdash \alpha + \tau \\
(\tau_1 \ldots \beta \rightarrow \tau_2) \vdash \alpha + \tau & = \tau_1 \vdash \alpha + \tau \ldots \beta \vdash \tau_2 \vdash \alpha + \tau & \text{ where } \alpha \neq \beta \\
\tau_0 \vdash \alpha + \tau & = \tau_0
\end{align*}
\]

For expressions, the first interesting case is for extendable applications where the arguments hole
matches that of the extension. In this case, a hole with the type of the extension is added onto the
arguments of the application, just like when we added a typed hole argument to the application of
\( f \) in the previous example. The second interesting case is for extendable lambdas whose arguments
hole matches that of the extension. In this case we must extend the parameter list of the lambda
with a new variable. This rule is what makes this method \textit{almost} not “useless”: in this one case
we are forced to add a variable which we cannot guarantee will be used, since its creation did not
originate from the lambda’s body.

\textbf{Expressions}
\[
\begin{align*}
(\pi_1 \ldots \alpha \pi) \vdash \alpha + \tau & = \pi_1 \vdash \alpha + \tau \ldots \pi \vdash \alpha + \tau \rightarrow \square_{\tau} \vdash \alpha \\
(\pi_1 \ldots \beta \pi) \vdash \alpha + \tau & = \pi_1 \vdash \alpha + \tau \ldots \pi \vdash \alpha + \tau \rightarrow \square_{\beta} \vdash \alpha & \text{ where } \alpha \neq \beta \\
(\pi \pi_1 \ldots \pi) \vdash \alpha + \tau & = \pi \vdash \alpha + \tau \ldots \pi \vdash \alpha + \tau
\end{align*}
\]

\textbf{Contexts}
\[
\begin{align*}
(\pi_1 \ldots C \pi_2 \ldots \pi) \vdash \alpha + \tau & = \pi_1 \vdash \alpha + \tau \ldots C \vdash \alpha + \tau \ldots \pi \vdash \alpha + \tau \rightarrow \square_{\tau} \vdash \alpha \\
(\pi_1 \ldots C \pi_2 \ldots \pi) \vdash \alpha + \tau & = \pi_1 \vdash \alpha + \tau \ldots C \vdash \alpha + \tau \ldots \pi \vdash \alpha + \tau \rightarrow \square_{\beta} \vdash \alpha & \text{ where } \alpha \neq \beta \\
(\pi_1 \ldots \pi_2 \ldots \pi) \vdash \alpha + \tau & = \pi_1 \vdash \alpha + \tau \ldots \pi_2 \vdash \alpha + \tau \ldots \pi \vdash \alpha + \tau
\end{align*}
\]

\(^2\)For this and following definitions, we \textit{emphasize} changes.
Backwards compatibility. A useful feature of this extended small-step relation is that it is fully backwards compatible with the top-down approach. That is, when choosing how to instantiate a typed hole, we can opt to use one of the $\lambda_\times$-specific rules, or one of the productions rules of the previous section, with the choice being weighted by annotations under user control. Although fully replacing function and application generation with their $\lambda_\times$ variants would restrict the space of generated programs, this is not a problem in practice as these rules only give people crafting generators the flexibility to bias generation towards creating functions that use their arguments, a bias that cannot be expressed so straightforwardly in a top-down setting.

Nonlocal let-insertion. The next nonlocal rule we introduce is to create a fresh variable when needed, but to insert it as a let-binding rather than a function parameter. We use the isomorphism

$$\text{let } x : \tau = e \text{ in } e' \equiv (\lambda (x : \tau) e') e$$

and will use let rather than writing the application and lambda in the following. We can insert a let-binding by breaking the surrounding context of a hole into two pieces as before, and inserting a let between them.

$$\text{GenLet}$$

$$C_1 \downarrow C_2 \downarrow \square_r \implies C_1 \downarrow (\text{let } x : \tau = \square_r \in \lozenge) \downarrow C_2 \downarrow x$$

where $x$ is fresh

This generation rule can be viewed as a combination of previously added rules, but not as a simple sequencing of choices. This rule is equivalent to a generation step of GenApp and GenAbs, if they had been chosen earlier in generation, before the generation of $C_2$, along with a final GenVar. What we’ve done is delayed the decision to insert this let-binding to the point where we’ve decided to use the binding.

3.3 More Types

Polymorphism. In the original work by Palka et al. (2011), generated terms did not produce polymorphic functions. However, they were able to use polymorphic constants, such as seq and map, filling in type variables that are free in the codomain with randomly generated types in the GenFunVar cases for such variables. We can similarly use polymorphic constants in our approach. Still, generating polymorphic functions is seemingly out of reach.

Imagine how we might extend the top-down approach to polymorphism: we could extend the GenApp case to instead generate a polymorphic function type whose codomain is compatible with the generation target type. However, when generating the type up front it is surprisingly easy to back the algorithm into a corner by attempting to generate a term of an uninhabited type. A pitfall that our framework provides a potential, though incomplete, way out from.

The idea is when generating an extensible function type, e.g. $\varpi^\alpha \rightarrow \text{List Int}$, we can first weaken the output type to a polymorphic variable, making the type $\forall z, \varpi^\alpha \rightarrow \text{List } z$, and then proceed with generation as normal.

To generate a polymorphic function we produce a lambda abstraction whose body produces the weakened polymorphic type, and in the expansion of that hole, new variables whose types contain the type variable $z$ can be added to the parameter list as needed. To see how this guarantees no backtracking will be needed let’s step through an example generation of the safe list head function, where a default value is provided for the empty list case. The example is shown in Figure 2.

(1) We begin with a type-abstraction $\Lambda$ introducing the polymorphic type $z$, and an extensible function with $\varpi^\alpha$ whose body is a hole of type $z$. 

\[ \Lambda z. \lambda (\triangleright^\alpha) \square_z \square \quad \Rightarrow \text{GENFUNVAR} \]  
\[ \Lambda z. \lambda (\triangleright^\alpha) \text{ListCase} \quad \square \square \quad \Rightarrow \text{GENPARAM}\]  
\[ \Lambda z. \lambda (l:\text{List} z) (\triangleright^\alpha) \text{ListCase} l \quad \Rightarrow \text{GENABS} \]  
\[ \Lambda z. \lambda (l:\text{List} z) (\triangleright^\alpha) \text{ListCase} l \quad \Rightarrow \text{GENVAR} \]  
\[ \Lambda z. \lambda (l:\text{List} z) (\triangleright^\alpha) \text{ListCase} l \quad \Rightarrow \text{GENPARAM}\]  
\[ \Lambda z. \lambda (l:\text{List} z) c:z (\triangleright^\alpha) \text{ListCase} l \quad \Rightarrow \text{GENPARAM}\]  

Fig. 2. Generation of a polymorphic safe list head function

(2) From here we use the GENFUNVAR rule to create an application of the eliminator function for List, listCase. This gives three holes for the list being eliminated, a value for the empty case, and a function with arguments for both of the components of a cons.

(3) First we focus on the list hole, replacing it with a parameter that is added at \( \triangleright^\alpha \).

(4) Next we fill in the cons case with a function. This adds another hole of type \( z \), can reference the newly introduced variables \( x \) and \( xs \).

(5) We can fill in this newest hole with a reference to \( x \), leaving only the empty case of listCase.

(6) This final step is asking us to create a value for a purely polymorphic type without any variables of that type in the context. From this point we could choose to create an application, but that would only be delaying the inevitable since that path would still eventually require filling in a hole of type \( z \). So instead we take the only route out and use GENPARAM to insert an argument for the base value at \( \triangleright^\alpha \), finishing the generation.

The resulting polymorphic type for the function is inhabited by construction, since the creation of the type occurs concurrently with the creation of a witness. This technique works to generate polymorphic terms when we focus generation on just the polymorphic function. However, it breaks down when the generation of the polymorphic term becomes non-trivially constrained with the rest of the program.

More precisely, crucial to the simplicity of our generation rules is the idea that the type extension operation can be applied globally — we can scan over the whole program and extend every occurrence of an arguments hole with a constant type. This is no longer the case when generating polymorphic functions because they may be applied with multiple different types: the extension operation now needs to consider how the polymorphic type is being instantiated locally. More concerningly, however, extending a polymorphic function can induce an extension in non-polymorphic functions that are unified with the polymorphic function arbitrarily far away in the program.

For instance, consider the following partially generated program:

```
let f : \forall z. z \triangleright^\alpha \rightarrow \text{List} z = \Lambda z. \lambda (x:z \triangleright^\alpha) \text{cons} x \square_{\text{List} z} \text{in}
let g : \text{Int} \triangleright^\alpha \rightarrow \text{List} \text{Int} = \lambda (n:\text{Int} \triangleright^\alpha) \square_{\text{List} \text{Int}} \text{in}
(if ... then f \text{Int else g} 0 \triangleright^\alpha
```

Here the generation has defined two functions: \( f \) and \( g \). \( f \) has a polymorphic type \( \forall z. z \triangleright^\alpha \rightarrow \text{List} z \).

At the moment, its body is partially filled in with a call to cons, adding its argument \( x \) onto an
expression hole. The function $g$ has the same type but specialized to Int. Below the $\text{let}$s there is an application that applies either $f$ or $g$ to 0.

What happens when we extend the hole in $f$ with a variable bound at $\tau^\alpha$? How do we figure out what type to extend the application with? With the rules as written we would be extending $\tau^\alpha$ with $\text{List } z$, but this isn’t a well-formed type since $z$ is outside its binding! We need to find some mapping from the free type variables to types that are well defined at the current location. Going back to the current example the mapping we want is $z \mapsto \text{List } \text{Int}$. Unfortunately finding this out requires peeking into the function position of the application and finding the constraint from $g$.

There is also an inverse problem: if $g$ is extended with an argument of type $\text{List } \text{Int}$, the easiest thing to do is to add an argument with that type to $f$, which indeed has no issues type-wise. However, since $f$ produces a polymorphic type, an argument of type $\text{List } \text{Int}$ is likely too specific to be used within the generation of $f$. Instead, it might be wise to extend $f$ with the weakened type $\text{List } z$. Although for arbitrary types there could be many such weakenings with no clear rule for what choices would be more desirable. For example if instead we consider an extension with $\text{Int} \times \text{Int}$ we could consider any of $z \times \text{Int}$, $\text{Int} \times z$, $z \times z$, $\forall y. z \times y$, etc. However, since all of these types are perfectly valid to fill in here it is not a serious issue to generating polymorphic functions.

While it seems like there should always be a way to deduce what a valid type substitution to be used at a given location would be, the fact that it requires a nontrivial search of the context adds concerns that such a process might not be practical or guaranteed to terminate, so further exploration of generating polymorphic functions is left to future work.

Lists and Matching. Extending our algorithm to a more type-rich setting, comes with another instance of the problem in the form of match-bound variables. For a concrete example, consider the type of lists: we can operate on them using match expressions of the form:

$$\text{match } e \text{ with } [] \implies e \mid x::xs \implies e$$

To generate matches, we could use a typing rule derived local generation rule:

\[
\text{GenMatchLocal} \\
\begin{array}{l}
C \triangleright \square \tau \Rightarrow C \triangleright (\text{match } \square \text{List } \tau' \text{ with } [] \Rightarrow \square \tau | x::xs \Rightarrow \square \tau) \\
\quad \text{where } x, xs \text{ are fresh and } \tau' \text{ is some type}
\end{array}
\]

This rule will replace a hole $\square \tau$ with three new ones: one for the list expression, one for the empty case, and one for the non-empty case. However, once again, this rule suffers from the problem of guessing an arbitrary type. This can be partially addressed by adding a rule analogous to $\text{GenFunVar}$:

\[
\text{GenMatchVar} \\
\begin{array}{l}
C \triangleright \square \tau \Rightarrow C \triangleright \text{match } x \text{ with } [] \Rightarrow \square \tau | y::ys \Rightarrow \square \tau \\
\quad \text{where } [x \mapsto \text{List } \tau] \in \Gamma(C) \text{ and } y, ys \text{ are fresh}
\end{array}
\]

But this suffers from the same limitation as that one: it requires the generation to have already just happened to produce a variable of the right type. Using the same guiding principle as the beginning of this Section, we can devise the following rule to avoid that, where we write $\tau(C_2 \triangleright \square \tau)$ for the type of $C_2 \triangleright \square \tau$:

\[
\text{GenMatch} \\
C_1 \triangleright C_2 \triangleright \square \tau \Rightarrow C_1 \triangleright (\text{match } \square \text{List } \tau \text{ with } [] \Rightarrow C_2 \triangleright \square \tau | x::xs \Rightarrow \diamond) \triangleright x \\
\quad \text{where } x \text{ and } xs \text{ are fresh}
\]

We could define a similar rule that binds $xs$ instead. This rule is very similar to $\text{GenLet}$. In that rule we observed that it would be equivalent to make the right guesses at an earlier point in generation. In this rule we have same relationship: we could have decided to use $\text{GenMatchLocal}$
earlier with the right guesses for types. However, by delaying this decision we have ensured that
we don’t need to make any guesses for types at all. These rules may seem odd at first in that they
are still introducing variable bindings that are not guaranteed to be used, only ensuring that one of
\( x \) or \( x s \) is used depending on which match generation rule was chosen. We argue that this type of
variable non-usage is not as important as that of function parameter non-usage. That is because
the act of pattern matching against a value is itself a useful step of computation, with the control
flow of the program depending on the value being matched against.

However, we found that letting the generator create too many control branches can be problematic
as often only one control path will ever be taken by the generated program. This in effect means
the generation time spent on the other branches is wasted in a similar manner to time spent on the
generation of function arguments without uses.

3.4 Implementation
We implemented a generator in OCaml using the production rules discussed in Section 3.2, in
addition to GenConst and GenVar. A naïve implementation of the formal framework where, for
example, every time an arguments hole was extended we iterated over the whole program term,
would not be efficient. For efficiency purposes, our implementation leverages the following key
techniques:

    Expressions are mutable cells and encode their context: Mutable expressions make the insertion
of parameters, arguments, etc. efficient because we can make a local change to an expression
without reconstructing the entire program term to account for the new changes. Additionally,
sub-expression terms contain a pointer “upwards” to their predecessor (i.e. encoding their context)
so that the global program term can be traversed in both directions — when creating a new variable,
we traverse upwards from the hole until we find the place we’d like to insert the binding.

    Tracking the available holes: We maintain a list of the cells which are currently holes in a worklist.
This means that we never have to search the program term to find existing holes; we always know
evvery hole’s location.

    Tracking the locations of extensions: We have maps from arguments holes to all types, lambdas,
and applications that use that arguments hole. This means that the global operation of searching
the program term for the particular arguments hole being extended can be made efficient: we
simply modify the appropriate cells from the map.

    Rule selection logic: We have implemented a framework for easily expressing and modifying
complex weight functions for choosing generation steps. This was in large part enabled by the
small-step approach to generation, since each step can produce the generated sub-terms as holes
rather than recursive calls. Our framework uses urns (Lampropoulos et al. 2017b) to efficiently
sample from each valid distinct generation step.

In addition to the performance-oriented techniques above, we also focused our attention towards
low-level choices that impact the posterior distribution of generated terms:

    Functions with empty domains: A key difference between our generator and Palka et al. (2011) is
that the terms produced by our generator are in the multary lambda calculus. One of the caveats
of this means that our generator risks generating functions that never get a parameter added by
generation, and so are left with no parameters. While this is not necessarily an issue, if too many
functions turn out this way generated programs will primarily be thunking and forcing expressions
rather than passing data around in complex ways. In practice, however, we found that weighting
the insertion of arguments into functions with fewer parameters more heavily was sufficient to ensure that almost all functions have parameters.

Extraction to plain lambda calculus. Because we are generating in the multary lambda calculus, we also need to devise a method of extraction to test languages with only single arity. The easiest choice is to encode parameters as tuples, making all function calls uncurried. Another choice is to extract to curried functions, treating empty parameters as thunks.

No direct control over function domains. When generating a function of type $α^k \rightarrow τ$, we’re not able to place constraints on how complicated the domain will get — the body and non-local changes to the program term decide what the domain looks like. Even crude measures such as preventing $\text{GenParam}^k$ from being chosen if the type is too complex fall short when there are a lot of higher-order usages of extensible functions. This can become an issue for generation because it is often the case that the generator will run out of fuel before filling in holes for these complex types, resulting in many complex function types that just throw out all their values - exactly what we were trying to avoid! In practice, the same distribution tuning as before—deprioritizing insertions into functions with too many parameters—greatly lessens this tendency.

4 EVALUATION

As discussed earlier in the paper, this project began when we tried to use random testing to evaluate the correctness of student-written compilers for the needs of an undergraduate compilers course. We reimplemented the state-of-the-art approach to generating well-typed lambda terms (Pałka et al. 2011), and we soon realized that we were having trouble consistently finding certain bugs dealing with intricate function argument usage—such as miscompilations that led to stack clobbering. Upon further inspection, we noticed that our top-down generator was rarely generating functions that actually used their arguments, which pointed us towards the nonlocal generation approach.

Naturally, to evaluate our approach we will not pit our implementation against our own re-implementation of Pałka et al., but rather turn to their original implementation. In particular, we aim to answer the following three questions:

1. Is the new generator more effective at finding bugs in compilers?
2. Does our generator succeed in its goal of generating well-typed terms that use their arguments?
3. Does that bring it closer in behavior to real human-written programs?

4.1 Replicating the GHC Strictness Analyzer Case Study

To answer the first question, we replicate to the major case study of the original Pałka et al. paper: finding bugs in the strictness analyzer of GHC-6.12. Pałka et al. generated programs of type $\text{List Int} \rightarrow \text{List Int}$ in an environment seeded with multiple functions from the Haskell standard library, pretty-printed them all to create a single Haskell module, and applied them all to a sequence of partial lists of the form:

1:2:undefined

GHC-6.12 contained a series of bugs in its strictness analyzer, where the optimizer would sometimes optimize away an expression with a visible side effect. For example, the following term:

\[
\text{seq (id (\lambda a -> seq id) (undefined::Int))}
\]

outputs the following when evaluated on the aforementioned list:

*** Exception:
However, the forcing of the undefined is optimized away when compiled with optimizations leading to a different output:

\[1,2,***\text{ Exception:}\]

As a result, such bugs can be identified using differential testing: compiling the same program with and without optimizations and checking that the outputs agree.

To evaluate the performance of our method we reuse the (Palka et al. 2011) test harness and setup, substituting our implementation to populate the Haskell module. We run both our method and that of Palka et al. 100 times, with each run consisting of 50 tests, and with each test consisting of generating 1000 functions. For each batch of 1000 functions, we compile twice — once with and once without optimizations, run the compiled output, and check that outputs agree.

We found that our method found a bug with a bit over half the number of generated examples, and about a quarter of the CPU time with a comparable failure rate. The Palka et al. generation code found bugs in 98 of the runs and took an average of 19.56 tests and 1092 seconds of CPU time to find a bug. Our method found bugs in 99 runs and took an average of 10.08 tests and 237.4 seconds to find a bug. That is, our method was roughly 2× more effective at finding bugs and 4× more efficient on average. A Mann-Whitney-U test (Mann and Whitney 1947) confirms that our method is statistically better, as the p-value that our method is finding bugs in less tests by chance is \(p = 3.014 \cdot 10^{-13}\), and in less CPU time by chance is \(p = 1.147 \cdot 10^{-28}\).

An extension of the original work (Palka 2014) by Palka et al. describes three other distinct bugs discovered in GHC, which are triggered and detected by using slightly modified generators and test harnesses. Out of the three, we could manually trigger two using the counterexample provided in the thesis, and our generators were also able to find them—although we could not obtain the code accompanying the thesis to compare against.

4.2 Parameter usage

To answer the last two questions, we introduce a straightforward usage metric on programs: we simply calculate the percentage of function parameters that are used by their bodies. In addition, we turn to an independent benchmark suite of functional programs (Quiring et al. 2022), and calculate this metric on those, to get an estimate of what things looks like in practice.

The average parameter usage across all programs in the suite is 94.9%, which validates our premise that functions should use their arguments. Table 1 provides a detailed description of the programs in the benchmark suite and their parameter usage. Finally, we measure the usage rate of both the local and the nonlocal approach. Across 10000 random generation tests, the generator of Palka et al. produced an average of 30% parameter usage. Our approach when generating terms in a similar configuration produces 30% usage of plain lambda parameters, 66% usage of extensible lambda parameters, and 100% usage of let bindings, as our generator only produces those with a corresponding reference. Overall there is a 35% usage amongst all function parameters and 55% usage of all variables. However, in our generator framework all of these statistics are highly tunable: different choices for the weights of rules such as GenApp or GenParam directly influences the percentage of variables used in generated terms, enabling a wide range of previously unattainable behaviors. In our experimenting the usage of extensible lambda parameters has ranged from ~ 60% to ~ 99%.

5 RELATED WORK

We’ve heavily discussed the pioneering work of Palka et al. (2011) throughout this paper, as they first introduced the local algorithm and its various refinements. Since then, a number of other
Tab. 1. Benchmark descriptions and usage statistics

<table>
<thead>
<tr>
<th>Name</th>
<th>LOC</th>
<th># Used / Total</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>nucleic</td>
<td>3326</td>
<td>158 / 165 (95%)</td>
<td>The SML version of the &quot;Pseudoknot&quot; program (Hartel et al. 1996).</td>
</tr>
<tr>
<td>boyer</td>
<td>838</td>
<td>26 / 26 (100%)</td>
<td>The Boyer-Moore benchmark from SML/NJ.</td>
</tr>
<tr>
<td>ratio-regions</td>
<td>548</td>
<td>108 / 117 (92%)</td>
<td>An image segmentation benchmark from MLton.</td>
</tr>
<tr>
<td>mc-ray</td>
<td>487</td>
<td>108 / 121 (89%)</td>
<td>A SML port of the &quot;Weekend Raytracer&quot; (Shirley 2020).</td>
</tr>
<tr>
<td>knuth-bendix</td>
<td>450</td>
<td>162 / 166 (97%)</td>
<td>The Knuth-Bendix benchmark from SML/NJ.</td>
</tr>
<tr>
<td>raytracer</td>
<td>333</td>
<td>102 / 102 (100%)</td>
<td>The Ray tracer from Impala benchmarks.</td>
</tr>
<tr>
<td>SNF</td>
<td>290</td>
<td>50 / 52 (96%)</td>
<td>The Smith-Normal-Form benchmark from MLton.</td>
</tr>
<tr>
<td>cps-convert</td>
<td>199</td>
<td>29 / 32 (90%)</td>
<td>A SML implementation of the Danvy-Filinski CPS conversion (Danvy and Filinski 1992).</td>
</tr>
<tr>
<td>parser-comb</td>
<td>178</td>
<td>25 / 25 (100%)</td>
<td>Using parser combinators to parse a simple expression syntax.</td>
</tr>
<tr>
<td>life</td>
<td>122</td>
<td>56 / 57 (98%)</td>
<td>The Life benchmark from SML/NJ.</td>
</tr>
<tr>
<td>derivative</td>
<td>113</td>
<td>20 / 21 (95%)</td>
<td>A SML port of the symbolic derivation benchmark from Larceny.</td>
</tr>
<tr>
<td>nqueens</td>
<td>45</td>
<td>10 / 10 (100%)</td>
<td>The classic N-Queens benchmark.</td>
</tr>
<tr>
<td>quicksort</td>
<td>44</td>
<td>4 / 4 (100%)</td>
<td>Quicksort of integer lists.</td>
</tr>
<tr>
<td>mandelbrot</td>
<td>43</td>
<td>6 / 6 (100%)</td>
<td>The Mandelbrot benchmark from SML/NJ</td>
</tr>
<tr>
<td>safe-for-space</td>
<td>27</td>
<td>4 / 7 (57%)</td>
<td>An example that tests safe-for-space closure conversion (Shao and Appel 2000)</td>
</tr>
<tr>
<td>cstak</td>
<td>21</td>
<td>6 / 6 (100%)</td>
<td>The continuation-passing-style implementation of the Takeuchi (tak) function ported from Larceny.</td>
</tr>
<tr>
<td>filter</td>
<td>11</td>
<td>6 / 6 (100%)</td>
<td>Filter a list.</td>
</tr>
<tr>
<td>tak</td>
<td>10</td>
<td>1 / 1 (100%)</td>
<td>The Takeuchi (tak) function.</td>
</tr>
<tr>
<td>ack</td>
<td>8</td>
<td>1 / 1 (100%)</td>
<td>Ackermann’s function.</td>
</tr>
</tbody>
</table>

papers have tackled the same problem of generating well-typed terms, with varying approaches, goals, and outcomes.

“Local” Approaches. Midtgaard et al. (2017) built upon the local algorithm of Palka et al. by extending the type system with an effect for identifying programs whose output depends on the evaluation order. They then generalized the local algorithm to take effects into account, generating well-typed programs without such a dependence. Thus, they were able to weed out undefined behaviors that arise from under-specification of the evaluation order and find multiple bugs in OCaml’s optimizing native-code back end. Rocha (2019) further built upon this work by encoding exceptions as an effect in the type system, and using the same approach to find additional bugs in various OCaml compilers. Extending a type system with effects is largely orthogonal to generating functions that use their arguments, so we would expect such approaches to also benefit from the results presented in this paper.

In the same vein, Hoang et al. (2022) extend the algorithm of Palka et al. to System F. In System F the problem of early generation of types is only exacerbated: it also contains type applications! Hoang et al. introduce the notion of unsubstitution, a process for generating some types τ, τ′ and some type variable α for a given type σ such that σ = τ[τ′/α]. We discussed how our approach
interacts with polymorphism in Section 3.3, but it would be interesting future work to explore precisely how it interacts with the particular intricacies of System F.

The local algorithm has also been adapted to an imperative language setting. da Silva Feitosa et al. (2019) use such an approach to generate well-typed Featherweight Java (Igarashi et al. 2001) programs, while more recently Li et al. (2022) did the same for their core calculus for Checked C (Ruef et al. 2019). Both approaches still first target a model of the imperative language that is embedded in a functional one, and therefore the ideas from Pałka et al. carry over seamlessly. On the other hand, the CSmith project, the crown jewel of imperative compiler testing (Yang et al. 2011), follows a different, more ad-hoc, approach developing a fine-tuned hand-written generator to generate C programs that don’t exhibit undefined behavior. Interestingly, it appears that their work also suffers from a similar problem as the one we identified and addressed in this paper, as Barany (2018) showed that one can leverage static analysis during generation to eliminate some forms of dead code, leading to improved efficiency and effectiveness.

Uniform and Unification-Based Approaches. A different line of work focuses on studying the statistical properties of lambda terms rather than generating terms for testing purposes. By viewing lambda terms as labeled trees, the well-explored literature on generating combinatorial structures is directly applicable, beginning with Flajolet et al. (1994) who systematized the notion of recursive grammar-based generation almost three decades ago. Since then, a number of approaches have directly used this prism for lambda term generation. Grygiel and Lescanne (2012) provide a mapping from (untyped) lambda terms to natural numbers (called a ranking) and an inverse mapping (the unranking). This in turn gives rise to a natural generation strategy that first samples a natural number before using the unranking function to uniformly generate terms of an exact size. On the other hand, Lescanne (2014) used the notion of Boltzmann samplers (Duchon et al. 2004) to uniformly generate terms of an approximate size. Unfortunately, while using such combinatorial techniques for generating and studying the characteristics of untyped lambda terms has been fruitful, they appear extremely hard to adapt so that they enforce more semantic constraints such as well-typedness, despite some progress in adapting them to take other structural features into account (Feldt and Pouling 2013).

On the other hand, the work of Kennedy and Vytiniotis (2012) also uses a ranking-unranking like approach, elegantly phrased in the form of games, but they succeed in providing encoding and decoding functions directly from and to well-typed lambda terms. While testing is mentioned as a potential application of their functional pearl, we are not aware of any work that has followed up to demonstrate its viability.

An alternative line of work harnesses the declarative power of logic programming to concisely enumerate lambda terms (Tarau 2015). In his work, Tarau describes a Prolog-based generator and type inference algorithm for simply-typed terms in DeBruijn notation. Taking full advantage of Prolog’s unification and backtracking capabilities, he is able to enumerate lambda terms of slightly larger sizes compared to a rejection sampling approach backed by combinatorial techniques for generation of untyped terms. A follow up to this work bridges the gap, exploring a synergy between logic programming and Boltzmann samplers (Bendkowski et al. 2017). By interleaving the two approaches, the authors are able to achieve uniform generation of closed λ calculus terms of a size an order of magnitude higher than before, and use it to gauge statistical properties of lambda terms at scale.

Such approaches based on unification bear many similarities to the extensible function types we described in this paper—after all, one way to view the extensible parameter lists is as unification variables for lists of types which get resolved later. However, the key difference lies in when and how these unification variables are resolved. Tarau resolves them only after the body has been
generated, resulting in many terms for which generation fails and backtracks until it produces a successful term. Instead, we apply the unification steps during generation to allow the variables to be resolved on their first usage, so that later usages are guaranteed to be well-typed and not cause backtracking.

It still, however, remains an open question whether testing with a uniform generation of inputs (and the associated overhead that comes with) is an effective approach. For example, Grygiel and Lescanne (2012) observed that “almost all typeable terms start with an abstraction”. Unfortunately, a generator that almost always produces such abstractions is completely ineffective at finding bugs in properties that involve reduction, such as progress, preservation, or most specifications of optimization correctness, as no reductions can actually take place. At the same time, ensuring uniformity comes at a significant efficiency cost: Bendkowski et al. (2017) can generate terms of a given moderate size at a rate of a few lambda terms per second; in contrast, our implementation generates many thousands well-typed terms in the same time frame. While throughput is obviously not the end-all metric for test effectiveness, this kind of difference in efficiency is almost a non-starter for testing a complex software system such as GHC.

Automatic Approaches. An interesting thread of related work attempts to automatically derive an algorithm such as the one that appears in Palka et al. (2011), based on a declarative specification of the type system. Claessen et al. (2015) use an idea similar to the ranking-unranking approach of Grygiel and Lescanne (2012), as implemented in the Haskell FEAT library (Duregård et al. 2012) for enumeration of algebraic datatypes. They then rely on Haskell’s laziness to prune large parts of the input space and avoid generating them in the future. Fetscher et al. (2015) extend this work for PLT Redex, introducing a disunification solver to more effectively handle pattern matching constraints. Lampropoulos et al. (2017a) develop a language for writing programs that can be viewed as both generators and checkers, allowing for lightweight annotations to control both the resulting probability distribution and the amount of constraint solving that happens prior to variable instantiation. All three papers replicate the case study finding bugs in GHC’s strictness analyzer, and report an order of magnitude overhead compared to the original implementation. Finally, the case study of Palka et al. was also replicated in a recent work by Goldstein et al. (2021), where the authors improved upon the original’s efficiency and effectiveness by generating multiple inputs and selecting the ones that maximizes the interactions between different constructors—an idea inspired by the combinatorial testing literature. Once again, at a high level these threads are all orthogonal to our contributions.

Program Synthesis. Finally, we would be remiss to not discuss the related field of program synthesis (Gulwani et al. 2017), which also deals with the problem of producing well-typed programs. In particular, there is a sequence of approaches that attempt to synthesize functions that adhere to a specification following a top-down enumeration approach—not too dissimilar from the Palka et al. one (Feser et al. 2015; Osera and Zdancewic 2015; Polikarpova et al. 2016). There is, however, a key distinction: the goal in program synthesis is to find the one or one of a few handful programs that satisfies a given specification. In other words, the desired solution is over constrained, and randomly producing that is extremely unlikely. Thinking back to the example derivation of the safe head function in Section 3, there were a lot of random choices that had to line up for that outcome. As a result, program synthesis turns to exhaustive techniques (such as SMT solvers) to look for solutions. In contrast, the goal in random testing is to generate many programs in the hopes of finding bugs in a space that can’t be exhaustively explored. This distinctions makes all the difference in the world. In the particular case of lambda terms, generation of well-typed terms is an interesting middle ground between testing properties of syntactically correct terms, such as a parser/printer roundtrip property where grammar-based generation will suffice, and program...
synthesis, where exhaustive techniques need to be employed. The well-typedness precondition is sparse enough to make a generate-and-test approach impractical, but also contains sufficient inhabitants that randomness is necessary for effective exploration.

6 CONCLUSION AND FUTURE WORK

In this paper, we identified a key limitation in the type-directed approaches to well-typed term generation that are prevalent in the literature, which frequently produces functions that do not use their arguments, which causes large chunks of generated code to be ineffective for testing. We devised a new approach that produces functions that use their arguments by allowing the generation to delay the choice of argument types until it is generating uses for those arguments as well. We formalized this approach as a small-step relation in an extension of the simply-typed lambda calculus that is fully backwards compatible with the top-down approach, meaning that the heuristics developed in the past decade of work on the generation of well-typed lambda terms can still be exploited in this setting. In the future, we’re hoping to further explore the vast configuration space that arises from the fine-grained level of control that the new algorithm provides, with an eye out for more complex type systems including dependently typed ones.
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